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Executive Summary
The goal of this survey is to summarize the state of the art in research in international trade and global production, and discuss issues relevant to European policymakers. We begin by painting a portrait of Europe in the global economy and enumerating its policy challenges. Much of recent research on globalization is primarily empirical, owing to the proliferation of available data. We continue by discussing recent advances in measuring the causes and effects of globalization, and discussing the particular data challenges that have emerged. We then turn to theories of trade and global production, first summarizing the conclusions on which there is a broad consensus in the field. Next we discuss new insights that may be relevant for policymakers, and open research questions. We conclude this survey by enumerating and evaluating the tools for global policy analysis.

Research on international trade and global production is always applied in nature, so we found it natural to connect our survey of existing studies with the potential needs of policymakers. Nonetheless, we identify several areas where economics could develop to better aid policy discussion and analysis.

First, while there are many quantifiable models to evaluate the gains from trade, the welfare gains from global production sharing either via arm’s length global value chains or via multinational production, are less clearly quantifiable. Understanding how multinational firms operate is a necessary first step to estimate their contribution to the costs and benefits of globalization.

Second, we think there would be a need for similar quantitative tools to assess the redistributional effects of globalization. Qualitatively, most studies point out that there will be winners and losers, but we feel we are very far from a quantitative consensus of how much income is redistributed by globalization.

Third, we need a better understanding of cross-border frictions. There is broad-based evidence that these frictions are large, but many of these cannot be captured by taxes and quotas, which are the standard tools to model them for policy analysis. We need to understand the nature of informational frictions and non-technical barriers such as lack of harmonization.

Fourth, we need more theories and measurement of the side effects of globalization. These might be positive, such as knowledge spillovers and learning by doing, but also negative such as environmental damage, laxer labor standards and consumer safety.

The following table summarizes our view of current research, highlighting the degree of consensus or the completeness of answers in four areas. Not all research can be categorized in these four areas, and we highlight exciting new directions below.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Qualitative answers</th>
<th>Quantitative answers</th>
<th>Policy tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gains from trade</td>
<td>consensus</td>
<td>several robust</td>
<td>well developed</td>
</tr>
<tr>
<td>Gains from global production</td>
<td>some</td>
<td>limited</td>
<td>some</td>
</tr>
<tr>
<td>Redistributional effects</td>
<td>several robust</td>
<td>limited</td>
<td>missing</td>
</tr>
<tr>
<td>Cross-border frictions</td>
<td>some</td>
<td>some</td>
<td>some</td>
</tr>
<tr>
<td>Side effects of globalization</td>
<td>some</td>
<td>limited</td>
<td>missing</td>
</tr>
</tbody>
</table>

Table 1. Summary of survey conclusions
We also review challenges in measurement. Recent initiatives to match data from various national sources are very promising, but the national fragmentation of data collection remains the primary data challenge facing analysts of globalization.

We conclude this survey by reviewing tools for quantitative policy analysis, including quantifiable equilibrium models, the gravity equation, structural models, natural and field experiments, and semi-structural approaches. We list below the challenges we identified for measurement, theory and policy analysis.

**Challenges for measurement**
1. Harmonize firm-level trade and balance sheet data across countries.
2. Develop statistical methods and computational tools to work with multidimensional data.
3. Develop new datasets on workers within firms, while ensuring privacy and consistency across studies.
4. Build harmonized firm-level data on services trade.
5. Collect data on buyer-supplier links within the EU.
6. Link national administrative data, harmonize data collection and reporting.
7. Synthesize research based on ad-hoc proprietary data.
8. Construct international input-output accounts from the ground up.

**Challenges for theory**
9. Reconcile model-based and reduced-form estimates of gains from trade.
10. Identify losers from globalization and quantify their losses.
11. Understand and quantify non-tax, non-quota frictions in trade.
12. Develop a toolbox for quantitative analysis of redistribution.
13. Understand and quantify the effects of standards and harmonization on trade and welfare.
15. Build a quantitative theory of multinationals.
16. Reconcile macroeconomic calibrations with microeconomic evidence.

**Challenges for policy analysis**
17. Model trade adjustment dynamics in the gravity equation.
18. Identify natural and field experiments that can inform broad questions about trade theory and policy.
19. Extend semi-structural welfare analysis to non-tax frictions.
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Introduction
The fortune of workers, consumers and firms increasingly depends on what is going on in other countries. This global interdependence is driven by the flow of goods, capital, ideas and people across countries. This survey summarizes research about two aspects of globalization: international trade in goods and services, and the international fragmentation of production. We first summarize the overarching themes that are common to both topics. We conclude with a set of open questions, and propose an agenda for better connecting academic research with the needs of policy making. We also discuss data challenges facing economists and policymakers alike, and give a brief evaluations of various policy tools available for quantitative analysis.

The primary motivation of theories of globalization is to explain how international interactions differ from domestic interactions, and why they occur in the first place. Why do countries trade goods with one another? Why do some companies locate part of their production abroad? Canonical models of trade and globalization explain the magnitude and patterns of cross-country movements, and their welfare implications. An almost tautological conclusion of these models is that if countries choose to interact with one another, they have to be better off than being in isolation. Models may differ in the magnitude of the gains from trade they predict, but these gains are almost uniformly positive.

An overarching theme is that globalization benefits some more than others. In fact, some may even become worse off as their country becomes more open to the flow of goods, ideas, and people. For example, workers in import-competing industries stand to lose when countries open up to trade. These distributional effects of globalization are widely studied both theoretically and empirically.

Increased globalization, as any change in the economic environment, may have side effects on workers, consumers, and firms. Globalization may also interact with domestic market failures and externalities. It may challenge the national standards of consumer and worker protection and encourage cross-border harmonization. The impact of trade on labor standards and on the environment are particularly widely discussed. Other mechanisms include a change in competitive pressures and knowledge spillovers, such as learning by doing. These mechanisms all qualify the generally positive attitude of economists towards globalization. However, a toolbox for quantitative analysis of the side effects of globalization is still lacking.

Economists find it difficult to give definite answers to European policy challenges partly because the remaining policy barriers to cross-border transactions are difficult to quantify. The standard economics toolbox works with taxes and quotas. Advances in measurement and unifying theories have made it possible to robustly quantify the effects of such taxes and quotas with minimal theoretical assumptions. Less is known, however, about the role of non-tariff and non-quota barriers such as regulations and standards in limiting the side effects of globalization. We need to understand the costs of non-tariff barriers in limiting international transactions, but also their potential benefits in solving market failures. For example, most analysis of the Transatlantic Trade and Investment Partnership and similar agreements can say little about the effect of harmonized regulation and the investment dispute settlement mechanism, the key ingredients of the TTIP and other such deep agreements.
Given the scope of the task and the limited space, our survey is admittedly very selective. We have selected topics that we think are both important for European policy and are well covered in academic research. We have omitted some basic research that may be very influential in shaping our views and future work, but that are not in the forefront of current policy debate in Europe. We also do not discuss the topic of financial integration and international migration, which are the subject of other surveys. The survey “Cities, regional development and transport” complements our survey by studying agglomeration and location choices of firms as well as intra-EU regional development.

Even among the topics we cover, our discussion can only scratch the surface of the academic debate. We did not intend to (and certainly could not) give a comprehensive survey in all the topics. Instead, we just summarized the consensus if there is one, and judiciously discussed the open questions. We have relied on several excellent recent surveys of the literature (J. E. Anderson and Van Wincoop 2004; Pinelopi K. Goldberg and Pavcnik 2007a; Harrison 2007; J. E. Rauch 2001; Antràs and Rossi-Hansberg 2009; Yeaple 2013; M. J. Melitz and Trefler 2012; Johnson 2014; Andrew B. Bernard et al. 2007; G. Gopinath, E. Helpman, K. Rogoff 2014; E. Helpman, D. Marin, T. Verdier 2008; B. M. Hoekman and Javorcik 2006; O’Rourke and Williamson 1999; Andrew B. Bernard, Jensen, et al. 2012). When necessary, we tried to highlight the key papers, but often just refer to the conclusions of these surveys. Readers who want to follow up on any of the academic topics should turn to these surveys.

1. A portrait of Europe in the global economy
The 28 countries of the European Union (EU) are home to about 500 million people, 7 percent of world population. These countries together produced 24 percent of global GDP in 2013 (International Monetary Fund 2015). The EU is a large and well developed region of the world, tightly integrated in the global economy, specializing in advanced technology industries and financial services. It is also the largest economic union among sovereign countries. In this section, we paint the portrait of the European Union as a participant of the global economy.

1.1. Current patterns in trade and global production
Merchandise exports from the EU to non-EU countries constituted 15 percent of global trade in 2013 (European Commission 2015). This is higher than the 13.7 percent export share of China and the 12.9 share of the United States. Including services, the share of EU in global trade is even higher at 16.4 percent.

EU countries mostly trade with other EU countries. Almost two thirds of total exports from EU member countries have a destination within the EU. Also including this internal trade among EU members, the share of EU countries in global merchandise exports is 32 percent.

The two biggest trade partners of the EU are the United States and China. These two countries account for 28 percent of extra-EU merchandise exports and 30 percent of extra-EU merchandise imports. The European trade policy stance is shaped in relation to these two major trading partners.

The primary export commodities of the EU are machinery and transport equipment, accounting for 42 percent of extra-EU exports in 2014. Exports of non-fuel chemicals are also important: their share is 16 percent. Other miscellaneous manufactures account for most the of the remaining exports.
Merchandise imports are similarly distributed across commodities. The main difference is that a large share of imports (26 percent) is spent on mineral fuels, and the shares of other commodities are correspondingly smaller. This fact is a reflection of the relative fuel scarcity of Europe. Because this issue is discussed in more detail in the survey on “Energy, Environment and Sustainability,” we do not devote special attention to energy trade in this survey.

Services are also important in the export basket of the EU. The 2013 value of extra-EU service exports was 710bn euros, making up 29 percent of total extra-EU exports. In 2013, the EU exported more than twice the value in financial and insurance services (EUR 105bn) than it imported (EUR 41bn). Exports of telecom, computer and information services were 72 percent higher than imports of such services. Other large service categories, such as travel, transport and business support services remained largely balanced in exports and imports.

To gauge Europe’s position in the global value chain, we look at the amount of value added (GVC income) Europe is contributing to global production. (These figures are from Timmer et al. 2013.) As a fraction of global production of manufactures, the 27 members of the EU contributed 27 percent of value added in 2011. This is somewhat lower than Europe’s share in the gross value of merchandise trade. The EU share in GVC income is higher than that of members of the North American Free Trade Agreement (NAFTA) (20 percent) and China (17 percent).

Looking at the distribution of GVC income across sectors and comparing it to the rest of the world, Europe has a comparative advantage in machinery, transport equipment and chemicals. (See Figure 2 below.) It is less competitive in electronics, food and non-durable production.

In 2008, there were about 50 million jobs in the EU directly or indirectly associated with producing manufactures for the global economy. As a share of all workers, they accounted for about 22 percent. This is higher than the number of export jobs reported by the European Commission (2015) (31 million and 14 percent), because some workers are indirectly contributing to producing export goods, for example, in the service sector.

The global integration of Europe is also reflected in the patterns of cross-border ownership of firms. The global linkages via FDI are even stronger than those via trade. Europe is both a source and a target of investment. Inward stocks of foreign direct investment (FDI) in the EU amounted to EUR 3.8 trillion, 21 percent of global FDI stock. This is about the level of the United States, which is host to EUR 3.7 trillion worth of inward FDI. European investors have an even higher propensity to invest outside the EU. Outward FDI stock from the EU amounted to EUR 4.9 trillion (again close to the U.S. level of EUR 4.8 trillion), contributing a quarter of global FDI stock.

1.2. Trends and anticipated changes
The export share of the EU has been steadily declining in the last decades. Between 2004 and 2013, it has decreased from 18 percent to 15 percent. The United States and Japan have seen similar declines, mostly at the expense of China and India.

In terms of GVC income, the EU has suffered similar losses in market share relative to China and India, especially since the Great Recession in 2008. (See Figure 1.) The share of global GVC income generated
in Europe declined from 32 percent in 1995 to 24 percent in 2011. During the same period, the combined share of China, India, Brazil, Russia, Indonesia, Australia and Turkey has grown from 13 percent to 31 percent.

![Figure 1. Regional share in world GVC income](source)

This trend is likely to continue. According to the World Trade Monitor (CPB Netherlands 2015), in 2014, exports of the Euro area grew only by 1 percent relative to the year before. This is in contrast to the 5.7 percent export growth in emerging Asia. It seems that Europe is losing competitiveness relative to China and other emerging Asian countries.

Figure 2 shows the revealed comparative advantage of Europe across sectors between 1995 and 2011. This indicator is calculated as the sectoral share of GVC income in Europe divided by the sectoral share in the average country. If the indicator is above one, Europe is contributing relatively more to global production in that particular sector. Lower numbers suggest lower competitiveness.
Figure 2. Revealed comparative advantage of the EU

Source: Timmer et al. 2013: 643

Revealed comparative advantage has almost steadily increased in machinery and transport equipment. Competitiveness in the chemical sector has declined until 2008, but has sharply increased since the Great Recession. Europe has steadily lost competitiveness in other non-durable products such as textiles. Electronics and food products have never been particularly competitive as indicated by their low revealed comparative advantage.

The number of GVC jobs associated with global manufactures production has declined in Europe by 3 percent between 1995 and 2008 (Timmer et al. 2013 Table 5). This slight decline masks substantial change across sectors. Services jobs associated with manufacturing for the global market have actually increased by 21 percent. Manufacturing export jobs have declined by 11 percent, agricultural exports jobs (associated with manufactured products) declined by 35 percent.

This increased role of services in global production is parallel to an increase in the demand for skilled workers. The total demand for European high-skill workers from global manufacturing has increased by 58 percent between 1995 and 2008 (Timmer et al. 2013 Table 6). This trend contributed to increased inequality of income and opportunities across workers, with low-skilled workers on the losing side.

2. European policy challenges

One challenge currently facing European trade policy is the formation of the Transatlantic Trade and Investment Partnership (TTIP) with the United States. Since tariffs in the EU-US trade are generally small, the focus of TTIP is on non-tariff barriers, most importantly standards and regulations. Unlike tariff
liberalization, trade research offers much less insight regarding the nature and magnitude of these latter types of trade policy barriers.

Eliminating trade frictions that stem from standards and regulation is also a more complex task than reducing tariffs or getting rid of quotas. Safety standards or environmental regulations are important means of consumer protection and not to be eliminated. Trade liberalization has to focus instead on reducing the cross-country differences in these measures and the way they are administered. This is going to be a sensitive task, where decision makers have to take into account national preferences in a democratic and transparent way. Meanwhile consumers in either country have to be assured that regulatory harmonization will not lead to an erosion of the level of national precaution (Lamy 2015).

Given these novel challenges, trade research has so far struggled to assess the likely economic impact of TTIP. Studies which transform the liberalization measures under TTIP into tariff equivalent terms and use CGE models find relatively small economic gains even under ambitious scenarios (Berden et al. 2009; Francois et al. 2013; Lionel Fontagné 2013; G. Felbermayr, Jung, and Larch 2013). For example, assuming complete tariff elimination and 25% reduction in non-tariff frictions, Francois et al. 2013 project roughly 0.5% GDP gain in ten years for both the EU and the US. In contrast, researchers who build on historical case studies like the formation of the EU internal market (Felbermayr et al., 2013) or earlier sectoral examples of standards harmonization (Simon J. Evenett M. Sait Akman, Patrick Low 2015; Gabriel Felbermayr et al. 2015; Freund and Oliver 2013) predict substantially larger economic gains.

Another issue is how TTIP (and similar bilateral deep agreements) will affect third countries. Though the above studies agree that TTIP will bring net gains for the world economy as a whole, there are concerns that some third countries can be affected adversely. This can happen through trade diversion or by eroding the current trade preferences of third countries on EU or US markets. There is also a risk that less developed countries will not be able to comply with the newly agreed standards and regulations or they will lose competitiveness due to increased production costs.

One of the main policy objectives of the European Commission is to foster the development of poorer countries around the world by giving them preferential access to European markets (Malmström 2015). The EU is indeed the world’s largest importer of developing country products. How European trade policy can address the above concerns and make TTIP and other future deep agreements as inclusive for third countries as possible is still subject to intense debate (Simon J. Evenett M. Sait Akman, Patrick Low 2015; Gabriel Felbermayr et al. 2015.) We review below the theories and evidence on the gains from trade and the redistributional effects of globalization.

It is also a key question how Europe participates in the global supply chains and, in particular, whether it can compete with “Factory Asia” and “Factory America.” We discuss measurement of supply chain trade, evaluate related theories, and argue for more quantitative analysis in this area.

3. Advances in measurement and data challenges
Data on international transactions is collected differently from domestic data, which both helps and hurts empirical analysis. On the one hand, international transactions are often more likely to leave a paper trail
than domestic ones. Historically, many countries relied on tariffs as an easy-to-collect source of government revenue, and built and maintained customs administrations to collect information about shipments and levy the appropriate taxes. This put unparalleled richness of data in the hands of governments, which then became available for economic research. On the other hand, the fact that customs administrations and statistical bureaus have no jurisdiction outside their sovereign borders limits their ability to collect good quality data on international flows.

3.1. Recent advances in measuring the causes and effects of globalization

3.1.1. Firm-level measurement of trade flows and competitiveness
The importance of firm-level information for understanding the causes and effect of globalization has been recognized for long. Firm-level data from balance sheets, earnings statements, customs records or surveys have become increasingly available in several countries throughout the past two decades. This led to a rich empirical literature, starting with the papers of A. B. Bernard, Jensen, and Lawrence 1995; Andrew B. Bernard and Bradford Jensen 1999, on the performance distribution of firms within countries and industries and on how the performance of firms relate to international involvement through trade or FDI.

Most related research on European firms, a recent assessment of which is provided by Wagner 2012, feature data on individual countries. A more systematic approach is of Mayer and Ottaviano 2007, who look at firm-level data from seven European countries. More recently, two EU-wide research projects (EFIGE, CompNet) generated internationally comparable data. Findings from the EFIGE firm-level survey in seven – mostly major – EU countries are assessed e.g. by Navaretti et al. 2011, while Berthou et al. 2015 discuss evidence from the CompNet firm-level panel of 15 EU countries.

The major findings prove to be remarkably robust across countries, industries and databases. First, firms are very heterogeneous in their performance measures even within narrowly defined industries. Second, this heterogeneity is to a significant extent explained by the international activity. Internationalized firms are larger both in terms of number of employees and sales, they are more productive and more capital and skill intensive than firms operating only on the domestic market. Third, the bulk of exports in any given country is usually generated by a handful of very big exporters, which at the same time also heavily import intermediate inputs.

Firm-level data is also increasingly used for policy analysis (Lucian Cernat 2014). This is helpful not only to identify the heterogeneous effects of trade policy on individual firms, but also to better quantify the aggregate effects of policy. To understand aggregate effects, we need to rely on industry and macroeconomic models (discussed in Section 4), in particular, quantifiable equilibrium models (Section 5.1).

**Challenge 1:** Harmonize firm-level trade and balance sheet data across countries.

3.1.2. Multidimensional trade data
Recent empirical work has used customs transactions data to analyze the patterns of trade. The availability of such data has opened up to possibility to ask questions beyond the volume of trade and its
broad sectoral composition. A typical customs declaration (which serves as the primary unit of observation for most trade statistics) records the exporting and the importing firm, the precise classification of the product being shipped, the precise date of shipments, the mode of transport, and many other logistical details about shipment. This has made it possible, for example, to study the distribution of trade across products, destination markets and firms.

Bernard et al. 2007 survey the empirical evidence on multi-product and multi-country traders. They find that although most exporters (40 percent of the total) sell only one product to one destination, most exports are done by large multi-product, multi-destination exporters. The number of products and firms shipping to a particular market increases with market size and decreases with distance. Similar patterns emerge for imports.

Armenter and Koren 2014 caution that patterns in multidimensional trade data may be difficult to interpret because such data is sparse. That is, there are few observations relative to the number of product, firm, and country categories. In the year they study, 2005, the number of U.S. export shipments was about 22 million. Each of these 22 million observations belong to one of 167,217 firms, one of 8,867 products, and one of 229 destination countries, a total of almost 340 billion possible distinct categories. Clearly, with the number of categories exceeding the number of observations by four orders of magnitude, it is not surprising that not every firm exports every product to every country. (To observe such a pattern, we would need at least 340 billion observations, that is, about 16 thousand years worth of trade data.)

What is the quantitative relevance of the sparsity of trade data? Armenter and Koren 2014 build a statistical benchmark (which can be thought of as a special case of a wide class of economic models), in which trade shipments are “randomly” assigned to trade categories. The randomness is conditional on the size distribution of firms, countries, and products, so it does not imply that exporters behave erratically. Such a “balls-and-bins” model can quantitatively fit many of the statistics reported about the number exported products, exporting firms, and export destinations. For example, in the balls-and-bins benchmark, 72 percent of country-product exports are expected to go missing; the corresponding number in the data is 82 percent. However, given that many models are consistent with the balls-and-bins framework, we cannot distinguish among them on the basis of such simple statistics.

This issue becomes more severe as the number of dimensions increases without a corresponding increase in the number of observations. To see why, suppose that a new dataset also records the exact date of exports, one of 365 days of the year. The potential classifications (firms, products, countries and days) have increased to 124 trillion categories, or about 6 million times as much as the annual number of observations. The null hypothesis that every firm ships every product everywhere all the time clearly becomes untenable.

We hence need new statistical methods to deal with large multidimensional trade datasets. Armenter and Koren 2014 do not offer a universal tool, but their reliance on the statistical properties of the multinomial distribution may be a useful starting point for further analysis. A more structural approach is followed by Eaton et al. 2012 and Armenter and Koren 2013, who build trade models with infrequent purchases.
We note that customs data is very similar to transactional data collected by many businesses. Each transaction is characterized by many categorical variables (“dimensions”) and few quantitative variables (“measures” or “facts”). The data can then be effectively represented by a star schema, where each fact is linked to its many dimensions. For example, an export of “$12,300” might have been of product “841012”, from firm “Karbaldehid Ltd.”, going to firm “Chemicals Plc” in country “UK”, leaving on “2014-01-03”. Here, the value is the fact that we are usually after, all the other variables are dimensions that we often aggregate according to the need of the analysis. For example, we can sum all the exports of a firm by country in a given year.

We think this analogy to a business analytics schema is potentially useful, because there are well developed tools and methods to analyze transactional data with a star schema (for example, data cubes in Gray et al. 1997). Yet, we are not aware of any empirical work exploiting this nature of trade data.

The multi-dimensionality of most databases on international transactions (trade, investment, etc.) poses a challenge also in empirical applications. Panels of bilateral trade flows have at least three dimensions, while more detailed (micro) databases potentially more. Most empirical applications of the gravity equation on panel data, for example, include multiple sets of fixed effects to control for country, time, or country-pair unobservables. With large data, estimating out lots of fixed effects can become difficult or even practically impossible. To help overcome this problem Balázsi, Mátyás and Wansbeek 2014 derive, both for balanced and unbalanced data, the within transformations for several fixed effects models, while Mátyás, Hornok and Pus 2012; 2013 propose random effects estimation and derive the appropriate estimators.

A related estimation issue stems from the paired or dyadic nature of trade data. Models of dyadic data have a complex pattern of error correlations, for which the standard cluster-robust variance estimator is inadequate. More recently, Aronow, Samii and Assenova 2013 and Cameron and Miller 2013 developed cluster-robust variance estimators, which control for such dyadic error correlation.

**Challenge 2:** Develop statistical methods and computational tools to work with multidimensional data.

### 3.1.3. Using linked employer-employee data

Firm-level data had made it possible to analyze how differently firms behave in an industry. Recently, worker-level data permits us to go even deeper, and see how workers are affected within a firm.

The emergence of linked employer-employee datasets (LEEDs) (see Abowd and Kramarz 1999) has spurred a fast-growing research on the effect of trade, FDI and other modes of globalization on worker-level outcomes, such as wages and employment probabilities. This is useful, because it helps us understand the distributional effects of globalization more deeply.

The value added of LEEDs relative to firm-level studies is two-fold. First, they help measure the heterogeneity of responses by different worker types. In a typical research design, some firms are exposed to globalization, some firms are not, and the researchers study the evolution of wages for different classes of workers within the firm. For example, Frias et al. 2012 estimate the effect of increased exports by
Mexican firms after the 1994 peso devaluation on the wages of workers at these firms. They find that workers at the bottom of the wage distribution are not affected, but higher ranked workers see wage increases. That is, exports contribute to an increase in within-firm wage inequality. This would be impossible to measure with just firm-level data. See Schank, Schnabel, and Wagner 2007; Krishna, Poole, and Senses 2011; Baumgarten 2013 and D. Hummels et al. 2014 for studies with similar designs.

A second contribution of LEEDs is that we can measure the exposure to globalization directly at the worker level. Koren and Csillag 2011 use a Hungarian LEED to estimate the effect of machine imports on the wages of machine operators. Crucially, knowing the precise product classification of machines and the precise occupation classification of workers, they can identify which workers are directly exposed to machine imports. For example, importing a new printing machine should affect the printing machine operator, but not the forklift driver. Koren and Csillag 2011 find that this is indeed the case and operators exposed to imported machines receive higher wages.

We expect that even richer proprietary datasets within the firm will help us paint an even richer picture of the microeconomic effects of globalization.

**Challenge 3:** Develop new datasets on workers within firms, while ensuring privacy and consistency across studies.

### 3.1.4. Trade in services

Recently there have been important advances in the research of services trade, although – compared with merchandize trade – this field is still largely understudied. Services were earlier treated by economists as non-tradables, as they typically require the physical proximity of the consumer and the service provider. Recent advances in information and communication technologies, however, have made several services “disembodied” and enabled their cross-border trade. Where proximity is still important, international trade can take the form of sales through foreign affiliates or the (temporary) movement of persons.

Services are increasingly traded internationally. The EU is the largest exporter and importer of services in the world. The majority of the world services trade occurs inside the EU, while extra-EU trade in services is also substantial. In 2013 services accounted for roughly a quarter of the total extra-EU trade (Eurostat 2014).

Services are traded not only directly but also indirectly as components of traded manufactured product in the form of e.g. transport, telecommunication, banking, or retail services. According to an OECD estimate, the services value added content of exported manufactured goods is 20–30 percent. Hence, the liberalization of services trade, as long as it leads to cheaper, better quality services, can also improve the competitiveness of the manufacturing sector (see empirical evidence from Arnold et al. 2011 on the Czech Republic and Arnold et al. 2012 on India).

No distinct theory has been developed for understanding trade in services. Some argue that the existing theories of trade in goods and FDI can be applied to services trade as well, once we re-interpret transportation costs as costs associated with the need for geographical proximity (Francois and Hoekman 2010). The cost of this proximity burden in services is likely to be larger than the cost of distance in goods.
trade. Anderson, Milot and Yotov 2014 find that geographical barriers alone reduce international services trade seven times more than goods trade. This finding is in accordance with the fact that services trade is mostly carried out via foreign affiliate sales (based on US data).

Recent firm-level studies on several large EU economies reveal important similarities between goods and services trade on the micro level (Breinlich and Criscuolo 2011; Federico and Tosti 2012; Kelle et al. 2013; Temouri, Vogel, and Wagner 2013). Like trade in goods, trade in services is also concentrated among a small group of traders. These firms are typically larger, more productive and pay higher wages than other firms. The most productive service exporters tend to be parts of multinational enterprises and export via foreign affiliates. All this suggests that self-selection through productivity into trading and FDI is also present in trade in services.

An important difference between goods and services trade is that most barriers to services trade are of regulatory nature. Service sectors are typically heavily regulated by national authorities (e.g. due to natural monopolies, asymmetric information, or equity concerns). To the extent that these regulations are different across countries or discriminatory to foreign providers, they can act as barriers to all forms of services trade (cross-border, FDI or movement of people). Drawing on policy experience with the WTO’s General Agreement on Trade in Services (GATS) and other bilateral liberalization efforts, Hoekman and Mattoo 2013 emphasize that services trade liberalization cannot be separated from regulatory reform and international regulatory harmonization. The interaction between services trade policies and regulation is an important topic for future research.

During the recent years much has been done to overcome the serious data limitations in the field of trade in services. Bilateral service flow data from several different sources have been consolidated in a global database (Francois, Pindyuk, and Woerz 2009). Firm-level data on services trade are available for more and more countries. Information on barriers to services trade are summarized in two large-scale projects, the World Bank’s Services Trade Restrictions Database (STRD) (World Bank 2015; Borchert, Mattoo, and Gootiiz 2012a; 2012b) and the OECD’s Services Trade Restrictiveness Index (STRI) (OECD 2015). Nevertheless, there is still a lot to be done in the future to build and maintain comprehensive and reliable databases in this field.

**Challenge 4: Build harmonized firm-level data on services trade.**

3.1.5. Matched buyer-seller data

Just as data on individual firms revolutionized research in international trade, recently emerging data on individual transactions and buyer-supplier linkages will also have a big impact. Most theoretical frameworks, even when they deal with business-to-business transactions, treat one side of the market as anonymous. In these models, exporters sell to many anonymous buyers, and importers buy from many anonymous sellers. In reality, however, most firms are only linked with few buyers and few suppliers.

Understanding the nature of buyer-supplier linkages is crucial for two reasons. First, firms differ in their set of buyers and set of suppliers, and this heterogeneity may contribute to heterogeneity in performance (Eaton et al. 2013). We want to understand how firms with few and many links behave differently.
Second, the structure of the network may affect the behavior of the entire economic system (Acemoglu et al. 2012).

Bernard et al. 2014 analyze a novel two-sided dataset on trade. Using transaction-level trade data from Norway, they identify buying and selling firms, and document a number of facts about the distribution of trade flows across buyers and sellers. First, there is substantial variation in the number of buyers per seller. Most firms sell to a single buyer, but large firms sell to many buyers. Second, the distribution of sales across buyers does not vary systematically with firm size. Third, larger buyers sell to, on average, smaller sellers.

Carballo et al. 2013 study a similar buyer-seller dataset for Costa Rica, Ecuador and Uruguay. They show how the number of buyers varies across destination markets. Firms have more buyers in large and close markets. In markets with tougher competition, the distribution of sales is more skewed towards the largest buyer. Carballo et al. 2013 also build a model to show that increased international openness to competition leads to selection and reallocation across buyer-supplier relationships, increasing productivity and welfare.

Data on buyer-supplier links is also (if not more) difficult to obtain for domestic transactions. Bernard et al. 2014 work with a unique Japanese dataset, showing that the average firm has 4.9 suppliers and 5.6 (business) customers. They also study the geographic distribution of suppliers.

We discuss the theoretical questions raised by this new empirical work on buyer-supplier links in Section 4.3.4.

**Challenge 5:** Collect data on buyer-supplier links within the EU.

### 3.2. Data challenges

#### 3.2.1. Data collection is fragmented across countries

To study globalization, it is important to have internationally comparable data, and to follow transactions outside country borders. The European Union is closer to this ideal than other free trade areas would be, as Eurostat coordinates the development, production and dissemination of European statistics (Eurostat 2011). However, most data wealth is still held by national statistical agencies.

There are several recent advances to improve data harmonization and data matching across countries. Lopez-Garcia et al. 2014 and Berthou et al. 2015 describe the CompNet project, which collects firm-level indicators of competitiveness across European countries in a harmonized manner. Researchers have also matched various datasets necessary for analysis. Andrew B. Bernard, Blanchard, et al. 2012 and Andrew B. Bernard, van Beveren, and Vandenbussche 2012 matched trade and production data for Belgium. Bernard et al. 2014 identify individual buyers of all exporters and sellers of all importers in Norway, which could serve as a first step to match this data with statistics outside Norway. Carballo et al. 2013 similarly identify buyers of exporters in Costa Rica, Ecuador and Uruguay. However, such matched data is not widely available for research.
3.2.2. Collecting data within the firm is difficult
A large fraction of global transactions are carried out by multinationals (Yeaple 2013). Correspondingly, economists have started to study the motivation of multinationals to keep production in house, rather than sourcing inputs at arm’s length. (See Antràs and Rossi-Hansberg 2009 for a review.) Understanding the behavior of multinationals demands access to within-firm data: where foreign affiliates are located, how much they sell in various markets, what their transactions are with the parents. We only know of a few such datasets.

First, confidential microdata collected by the U.S. Bureau of Economic Analysis on Direct Investment and Multinational Enterprises is used by many researchers surveyed in Yeaple 2013. Second, the Deutsche Bundesbank collects and maintains the Microdatabase on Direct Investment of German parent companies (Lipponer 2006). Third, proprietary datasets published by private sector vendors have also been used in research: WorldBase published by Dun and Bradstreet (Alfaro and Chen 2014), or Orbis, published by Bureau van Dijk (Alfaro and Chen 2012).

We expect more reliance on private-sector data and within-firm case studies to inform the theories of multinationals.

3.2.3. Measuring trade and competitiveness in value added terms
The fragmentation of data collection across countries also makes it difficult to identify the real contribution of countries to global value added. The key challenge is that international trade is recorded in gross output terms, which do not necessarily reflect the local contribution of a country accurately. For example, a car assembly plant in Hungary might export to Germany. Exports are recorded as the total value of the car exported, whereas the Hungarian value added is but just a fraction of that value.

National statistical offices compile input-output tables to track how value is added along the supply chain within the country. Johnson 2014 summarizes recent efforts by researchers to estimate a similar global input-output table that also takes account of global trade flows. One such database is the GTAP (Global Global Trade Analysis Project) Database, which Koopman et al. (2014) used to break up country gross export into value added components. A more recently compiled and publicly available database is the World Input Output Database (Stehrer et al. 2014), which also has a full time series dimension.

The basic fact is that trade in value added is about 25 percent less than trade in gross output. Patterns of value added trade also differ in subtle ways from patterns of gross output trade. For example, in terms of value added, services are about as traded as manufactures. In fact, the final price of many high end manufacturing products includes a substantial portion of services, such as design and marketing. Second, some countries add relatively more value to their exports than others. Value added exports of Taiwan are about half of its gross exports, whereas for Brazil this ratio is 86 percent (Johnson 2014).
Timmer et al. 2013 discuss how measurement of value added trade affects our view on European competitiveness. They develop a measure of global value chain (GVC) income and GVC employment, as the value added that come from directly or indirectly from exporting manufactured goods, and the jobs that are directly or indirectly contributing to these goods. They show that GVC income grew slower in Europe than gross exports, that GVC income is biased towards services, increasingly over time, and that GVC jobs are increasingly higher and higher skilled.

Challenge 8: Construct international input-output accounts from the ground up.

4. Insights from theories of globalization
This section discusses the insights from theories of international trade and the international fragmentation of production. We first report broad lessons about the causes and effects of globalization, lessons in which there is a consensus among scientists, then discuss open questions.

4.1. Broad lessons about the causes and effects of globalization
The first such lesson is that countries gain when they open up to trade. There is an almost universal consensus among economists about this qualitative statement. We have also developed a thorough quantitative understanding of the gains from trade.

The second lesson is that trade always redistributes income. Some industries, some firms and some workers will gain, while others will lose. This is again a robust finding across many theories, although the qualitative consensus may not be as apparent as in the case of gains from trade. Moreover, a quantitative assessment of the redistributive effects of trade is still inadequate.

The third lesson is that frictions associated with cross-border transactions are quantitatively important to understand the patterns of trade. These frictions are typically modeled as ad-valorem taxes and other proportional costs of trading, but we discuss other approaches, too. We believe that a better qualitative and quantitative understanding of international frictions is essential for better policy analysis.

4.1.1. Gains from trade
Classical and neoclassical economics states that countries gain from trade because they can specialize according to their comparative advantage. If the country can produce more of what it produces cheaply, and consume more of what it produces expensively, its residents have to better off.

This basic result in trade theory can be derived with minimal assumptions about the structure of the economy other than what is usual in neoclassical economics: perfect competition and constant returns to scale (see, for example, Dixit and Norman 1980). Notably, it does not matter whether countries trade because they have access to different technologies, because they have different factor endowments, or because they differ in taste. Simply the fact that an open country faces prices different from its own in the world market establishes the gains from trade: it can sell whatever is more expensive abroad and buy whatever is cheaper.
What is the empirical content of this prediction? How can we take such a general theoretical statement to the data? And how can we quantify the gains from trade thus arising? Deardorff 1980 derived a general law of comparative advantage that is useful in both predicting the patterns of trade (although it puts minimal restrictions on this pattern) and in quantifying the gains from trade. The basic idea behind the law of comparative advantage is that the prices that would prevail in the country were it completely closed (“autarky prices”) provide a summary statistic for the state of technology, endowments and tastes. If a country is very inefficient in producing high-tech goods, such goods will be expensive in autarky. If a country faces a scarcity of wood, wood-based products will be expensive in autarky. And if residents of a country are very fond of a particular type of fabric, this fabric will be expensive in autarky. All three are motives for the country to import the product with a relatively high autarky price, and the difference between the autarky and the world price captures the attainable gains from trade.

Directly measuring comparative advantage in this way is difficult because we rarely observe countries in complete autarky. Some notable natural experiments in history provide a rare opportunity to directly test the law of comparative advantage and measure the gains from trade. Irwin 2005 studies the evolution of export and import prices in the U.S. during the self-embargo imposed by the Jefferson administration between 1807 and 1809. Irwin finds that the price of goods previously exported dropped by 27 percent on average after moving to autarky; similarly, the price of products previously imported increased by 30-35 percent because of the self-embargo. The total economic cost of the embargo amounted to about 5 percent of 1807 GNP of the U.S.

Bernhofen and Brown 2004; 2005 study the sudden opening of Japan to trade under the Meiji Restoration Period. Before 1859 Japan was almost completely isolated from the world. Only the Dutch had a trading post in the port of Nagasaki, but the volume of the trade was negligible. Following the Kanagawa Treaty (1854) with the U.S., and similar treaties with other Western powers, Japan had to open many of its ports, and was not allowed to impose high ad valorem taxes, tariffs on export or import goods.

Using historical sources, Bernhofen and Brown find that goods that Japan came to export, such as silk and silkworm eggs, appreciated substantially in price after opening. Goods to be imported, such as cotton yarn and cloth and manufactured iron, depreciated substantially. These patterns are in line with the general theory of comparative advantage. Moreover, Bernhofen and Brown 2005 quantify the gains from trade at 8 to 9 percent of Japanese GDP.

New trade theory has provided new explanations for why countries trade. Krugman 1979; 1980 argues that even identical countries may gain from trade if firms exploit internal economies of scale. Such economies of scale may arise in high tech sectors, where costs of product development and marketing are large relative to actual production costs. Cars, computers and pharmaceuticals are prime examples.

In an open economy, each firm has an incentive to produce at bigger scale and economize on fixed costs. As a result, more firms will enter and consumers will have more variety at their disposal. To the extent that consumers value variety of choice, they will gain even by integrating with an identical economy. Such models are capable of explaining the large volume of trade between similar economies such as the EU and the U.S. They are also consistent with large volumes of simultaneous exports and imports of
similar products (“intraindustry trade”). An additional prediction of the theory is that whenever trade is costly, producers will want to locate and bear the fixed cost close to their final consumers.

Head and Ries 2001 and Davis and Weinstein 1999 provide evidence for the qualitative conclusions of new trade theory. They find that industries subject to product differentiation are overrepresented in countries and regions with high local demand. Hanson and Xiang 2004 also find that industries with more product differentiation and with higher transport costs are overrepresented in large countries.

Broda and Weinstein 2006 quantify the gains from increased variety, which is at the heart of the gains from trade in models with economies of scale. They compute a variety-corrected import price index to account for the fact that consumers value goods from different countries differently. They estimate that U.S. consumers gained 2.6 percent of GDP from increased import variety between 1972 and 2001.

Old trade theory has been concerned mainly with aggregate trade patterns. New trade theory has focused instead on the export decision: Which firms export, how many products and destinations they serve. We have now finely disaggregated data to answer these questions. New trade offers the promise of building aggregate models from the bottom up. M. J. Melitz 2003 is the workhorse model in the new trade literature. The theory is built on two key blocks: Firm heterogeneity in productivity and economies of scale (fixed costs) in exporting. The model’s tractability makes it possible to bring together micro facts and macro analysis.

The key mechanism of the model is selection: Fixed costs prevent many firms from exporting, and only the more productive firms can recover the fixed cost. In the model as in the data, exporters are few and larger than non-exporters. Selection is also at work on the key implication of Melitz 2003 in the event of a trade liberalization: Existing exporters will sell more (the intensive margin), new firms will start exporting (the extensive margin). Resources are reallocated from non-exporters to exporters and thus to the more productive firms, and the least productive non-exporters are driven out of business. This reallocation leads to gains in aggregate productivity.

Firms can also gain from engaging in other forms of international production. They can substitute export sales and economize on trade costs by setting up production affiliates abroad. The incentive to do such horizontal FDI is characterized by the “proximity-concentration tradeoff” (Brainard 1997). Firms want to produce close to their consumers (proximity) to economize on trade costs, but also want to concentrate production to exploit economies of scale. A special case of horizontal FDI aims to serve other countries from the foreign production plant: export platform FDI. While there is empirical evidence that firms locate their production plants in response to export-platform, not just host country demand (Feinberg and Keane 2001; Head and Mayer 2004), a quantitative modeling of this channel has been lacking due to computational complexities. The question of where to optimally locate a number of production facilities given a distribution of consumers is a computationally difficult problem to solve. New approaches have been proposed by Arkolakis et al. 2013; Tintelnot 2014.

Much of the trade literature focuses on gains accruing to final consumers. However, firms also source some of their inputs from abroad, so they also stand to gain with lower trade barriers (D. Hummels, Ishii, and Yi 2001).
Grossman and Rossi-Hansberg 2008 build a theory of offshoring based on the idea that firms decide on the set of tasks they want to source from abroad. These tasks differ in their costs of offshoring. In the model, firms that offshore a wider range of tasks become more productive and will expand. Surprisingly, they may even increase their demand for local labor, if the productivity effect is large enough. Halpern, Koren, and Szeidl 2015 build a model of firms using imported inputs and quantify the productivity gains from the access to foreign inputs. Antràs et al. 2014 combine these theories in a general equilibrium setting, and characterize the complex sourcing strategy of firms.

Some of this input trade may take place within the firm. When a firm opens an affiliate abroad (typically in a low wage country, Yeaple 2013) to produce some of its intermediate inputs, it engages in vertical FDI. Gordon H. Hanson, Mataloni, and Slaughter 2005 find that such vertical FDI is higher in low-wage countries that can be reached by lower trade costs. The growth of vertical production networks has spurred further research, and we return to it in Section 4.3.4 and 4.3.5.

Several recent studies have contributed to policy analysis with quantifiable models of the gains from trade. They simulate counterfactual scenarios by setting trade costs to prohibitively large (so that countries are in autarky), or setting them to zero (so that countries engage in free trade). These losses from autarky and gains from further trade liberalization are the easiest to compute, but concrete tariff scenarios have also been worked out.

Eaton and Kortum 2002 build a model with Ricardian motives for trade. That is, countries face different productivities. Trade is also subject to trade costs, which can vary across pairs of countries. They derive that the pattern of trade follows a gravity equation: large and close countries trade more with one another. They also highlight subtle trade diversion effects of trade costs, as in James E. Anderson and van Wincoop 2003. Theirs is a multi-country general equilibrium model suitable for analysing the effects of bilateral and multilateral trade agreements, for example.

Alvarez et al. 2007 quantify the gains from trade in a calibrated general equilibrium Eaton-Kortum model. They estimate that eliminating all tariffs among the 60 largest economies would increase their GDP by 0.50 percent, on average (Table 2, weighted average). This estimate is much smaller than those of the historical case studies mentioned above and the reduced-form estimates discussed below.

In an important recent contribution, Arkolakis et al. 2012 show how to quantify the gains from trade in a wide class of models, which includes the Eaton-Kortum model of technology differences, the Krugman model of scale economies and increased varieties, and a variant of the Melitz model due to Chaney 2008. In these models, the gains from trade of a country can be summarized by two important statistics: the share of income it spends on domestic goods and services, and the elasticity of trade volumes to trade costs. Intuitively, spending much on imported goods (and correspondingly little on domestic goods) signals a high willingness to pay for imports, whether because of lower prices, increased variety or selection based on productivity.

This unifying framework is promising for policy analysis, because these statistics are easy to measure or estimate. For example, the U.S. spend 7 percent of its income on imports in 2000. Using the domestic
share of 93 percent and elasticities of trade between 5 and 10, Arkolakis et al. 2012 estimate that American consumers were 0.7 to 1.4 percent better off in 2000 than in complete autarky. Relative to the likely disruptions that a complete cessation of American exports and imports would entail, this estimate seems incredibly low.

Existing quantifiable models estimate the gains from trade to be implausibly small. They find that the typical country of the global economy is only about 1 to 2 percent richer due to trade than it would be in complete isolation. (For other calibrations with different treatments of heterogeneity, multiple sectors, and intermediates, see M. J. Melitz and Trefler 2012; M. J. Melitz and Redding 2014; Ossa 2012; Costinot and Rodriguez-Clare 2014.) This is at odds with global efforts to reduce trade barriers and increase trade among countries, such as the creation and expansion of the World Trade Organization and the recent agreement on trade facilitation in the Bali Package. It is also inconsistent with credible reduced-form estimates of the GDP-enhancing effects of openness to trade.

Feyrer 2009b; 2009a exploit natural experiments in the variation in trade costs between countries to estimate how trade affects income per capita. Feyrer 2009b uses the closure of the Suez Canal between 1969 and 1975 to generate quasi-random variation in trade costs between countries that were not part of the Suez conflict. He finds that the most affected countries, for which the closure of the canal made sea shipping most expensive, witnessed declines in their volume of trade and smaller-than-average income growth. He estimates the elasticity of income to trade around 0.16, that is, a 10 percent increase in trade volumes increases income per capita by 1.6 percent. Feyrer 2009a exploits variation in the relative cost of air and sea freight over time. Landlocked countries are now better accessible than they were before a dramatic fall in air transport costs. This made them (exogenously) more open to trade and have higher income. Feyrer estimates the elasticity of income to trade to be about twice as high in this study. One potential reason is that airplanes made it easy to not only transport goods, but also people across countries.

We believe that the quantitative fit between model-based and reduced-form estimates of the gains from trade could be further improved.

**Challenge 9:** Reconcile model-based and reduced-form estimates of gains from trade.

4.1.2. Distributional effects of globalization

Almost any change in openness to global competition is going to create winners and losers. A reduction in import tariffs makes consumers better off, while import competing producers worse off.

Eli Heckscher and Bertil Ohlin, the founders of a theory of trade based on factor endowment differences already highlighted the distributional effects of trade opening:

“Australia has a small population and an abundant supply of land, much of it not very fertile. Land is consequently cheap and wages high, in relation to most other countries. [...] Australian land is thus exchanged for European labor. [...] Thus trade increases the price of land in Australia
and lowers it in Europe, while tending to keep wages down in Australia and up in Europe.”
(Ohlin 1924, quoted in O’Rourke and Williamson 1999: 57–58)

The result that trade leads to a convergence of factor prices, and thus benefits the abundant (and hence previously cheap) factor, is known as the Stolper-Samuelson theorem (Stolper and Samuelson 1941). It identifies the winners of globalization as the factor in abundance in the country (land for Australia), and the losers as the scarce factor (labor for Australia, land for Europe), which previously commanded high prices.

O’Rourke and Williamson (1999: chap. 4) find evidence for this pattern of factor price convergence in the late 19th century Atlantic economy. The ratio of wages to land rents has steadily increased for open European countries such as England, Denmark, Sweden and Ireland. Hence in these countries, landed interests lost at the expense of workers. The wage-rent ratio has fallen for new land abundant countries such as Australia, Argentina and the U.S. This confirms the original predictions by Heckscher, Ohlin, Stolper and Samuelson.

In the more recent wave of globalization, it is not as easy to identify the losers. Pinelopi K. Goldberg and Pavcnik 2007a review the evidence on the distributional effects of globalization in several developing countries (Argentina, Brazil, Chile, Colombia, India, Hong Kong, Mexico) for the time period between the 1970s and the 1990s. All of these countries liberalized international trade some time in this period and saw a surge of both imports and exports. The countries also hosted increasing amounts of FDI. Pinelopi K. Goldberg and Pavcnik 2007a study various measures of inequality, but the broad pattern is that inequality increased everywhere. It seems that the losers are the workers who already had lower wages. This is surprising given that such workers had supposedly been in abundance in developing countries. Pinelopi K. Goldberg and Pavcnik 2007a investigate several explanations for this pattern, to which we return later in Section 4.3.1.

Focusing on the low end of the income distribution, Harrison 2007 reviews both cross-country and within-country studies of how poverty is affected by globalization. They also find that “[t]he poor in countries with an abundance of unskilled labor do not always gain from trade reform.” (Harrison 2007: 3) In fact, even among the poor, there are generally winners and losers. Topalova 2007 finds that rural districts in India with higher-than-average concentration of sectors exposed to import competition witnessed an increase in poverty. Among urban households in Colombia, there is weak evidence that working in an import-competing sector and lower tariffs are associated with higher poverty (Pinelopi K. Goldberg and Pavcnik 2007b). In Mexico (Gordon H. Hanson 2007) and Poland (Goh and Javorcik 2007), however, higher exposure to trade was associated with lower poverty.

Models with increasing returns and firm heterogeneity also produce losers, not only winners. In Melitz 2003, a reduction in trade costs increases profit opportunities abroad. When exporting entails a fixed cost, only a subset of firms will be exporters who can capitalize on these profit opportunities. Their increased demand for local resources (such as labor needed for production and R&D) will hurt the smaller firms that only sell in the domestic market. They will either shrink or exit the market. Bernard et al. 2003 and Melitz and Ottaviano 2008 arrive at similar conclusions in different models of industry competition and
trade. Such reallocation effects across firms have been empirically documented by Pavcnik 2002 and many authors since.

It is important to note that the redistribution effects of globalization are not secondary to the aggregate gain from trade. Often it is exactly the redistribution that brings about the overall gain. Given the amount of resources in the economy, an export sector cannot expand without an import sector shrinking. Similarly, large productive firms cannot grow without the small unproductive shrinking or exiting. For too long we have assumed these reallocations to be frictionless: workers fired in shrinking sectors and firms will instantaneously get rehired in expanding sectors and firms. We now have the theoretical tools and measurements to show that this is not the case.

For policy analysis, we first have to identify the losers from globalization. There is broad agreement across theories on who loses in some cases. Across industries, partial equilibrium analysis (including trade models with quasilinear preferences) and models with sector-specific factors of production (Ricardo-Viner models) tell us that import competing sectors will shrink after opening up to trade. This reduces income to all factors (workers, firm owners) attached to those sectors. Within an industry, most models of competition tell us that the least productive, smallest firms will lose market share and will fire workers and other inputs.

One reason for focusing on the gains from trade and neglecting redistributive effects could be that general equilibrium models make predictions for the long run, after the necessary reallocations have taken place. In the long run, workers can find jobs in the expanding export industries and firms, or retrain for the type of jobs that are in higher demand. If costs of reallocations are small and transitory, this focus is the right one. The measurement of these costs, however, is scant.

One exception is Artuç, Chaudhuri, and McLaren 2010, who estimate a structural model of industry choice of workers with switching costs in U.S. data. They build a model where workers pick an industry in order to maximize lifetime discounted income. If they switch to a different industry, however, they have to pay a fixed cost. Artuç et al. 2010 estimate the mean and variance of these fixed costs in a panel of workers from the Current Population Survey by matching both the number of workers that switch sectors and the sensitivity of cross-sector worker flows to wage gains. The estimates reveal very large switching costs, equivalent to between 4 and 13 years of wage income.

More recently, Dix-Carniero 2014 refines the above model by, among others, incorporating worker heterogeneity and estimates the switching cost on Brazilian data. He finds that the median switching cost is 1.4–2.7 times the annual wage, but with a high dispersion across the population. He argues that in certain segments of the labor market the adjustment process after a trade liberalization can take a long time, which can significantly offset the gains from trade. On the same Brazilian data Dix-Carniero and Kovak 2015 show that the labor market outcomes of the most affected regions deteriorated compared to other regions for more than a decade before beginning to level off.

Antràs et al. 2015 study the welfare implications of trade in an economy where redistribution is subject to information constraints. Their conclusion is that even though progressive taxation might mitigate the effects of trade on inequality, in general inequality will go up after opening up to trade.
In a sequence of papers, Elhanan Helpman and Itskhoki 2010, Elhanan Helpman, Itskhoki, and Redding 2010 and Elhanan Helpman et al. 2012 develop a new framework to think about trade, unemployment and wage inequality. (Also see Amiti and Davis 2012; Egger and Kreickemeier 2009; Gabriel Felbermayr, Prat, and Schmerer 2011 on trade, unemployment and wages.) The key result of Elhanan Helpman, Itskhoki, and Redding 2010 is that opening a closed economy up to trade increases inequality as better-paying exporting firms expand. However, this effect turns around when almost all firms export, and their expansion also pulls up the bottom of the wage distribution. The response of unemployment to trade is ambiguous. Helpman et al. 2012 find that the model describes well the evolution of wage inequality in Brazil, and that trade can contribute to large increases in inequality.

**Challenge 10:** Identify losers from globalization and quantify their losses.

### 4.1.3. Cross-border frictions are large

The third broad lesson from research on international trade is that frictions that impede the flow of goods and other interactions are large. Some of these friction are related to geography, but many of them are associated with crossing borders.

Anderson and van Wincoop 2004 provide a survey of the estimated trade costs. They report three sets of estimates. The first includes direct measures of transaction costs, such as charges for freight, insurance, tariffs, as well as costs of distribution and local taxes. For the average country, these amount to 170 percent of the value of international trade. Distribution costs also arise in domestic trade, so the cross-border component of costs is “only” 74 percent.

The second method to estimate trade costs exploits the cross-country disparity in prices. If the price of a good in the destination market is 4 percent higher than in the source market, trade costs between these countries are at least 4 percent. (In imperfectly competitive markets, the producer may be willing to swallow some of the trade costs by reducing its markup abroad. They would not charge higher markups abroad for fear of parallel imports.) Estimates of the dispersion of log prices across locations vary between 20 and 40 percent (J. E. Anderson and Van Wincoop 2004: 745).

The third method infers trade costs from the volume of trade relative to a frictionless benchmark. This method has been immensely popular, relying mostly on the gravity equation as the benchmark trade model. (See Anderson and van Wincoop 2003; 2004, Head and Mayer 2014 and Section 5.2 below, as well as Chapter 3 of Proost and Thisse 2015.)
<table>
<thead>
<tr>
<th>Cost component</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transportation</td>
<td>21</td>
</tr>
<tr>
<td>Policy barrier</td>
<td>8</td>
</tr>
<tr>
<td>Language barrier</td>
<td>7</td>
</tr>
<tr>
<td>Currency barrier</td>
<td>14</td>
</tr>
<tr>
<td>Information barrier</td>
<td>6</td>
</tr>
<tr>
<td>Security barrier</td>
<td>3</td>
</tr>
<tr>
<td>Total border costs</td>
<td>44</td>
</tr>
<tr>
<td>Distribution</td>
<td>55</td>
</tr>
</tbody>
</table>

**Table 2. Percentage equivalents of trade costs**
Source: J. E. Anderson and Van Wincoop 2004: 692

Theories of the past decades have incorporated these frictions mostly as taxes or wedges on import prices. These are often modeled as an ad-valorem cost, following Samuelson 1954. Recently, other forms of trade costs have also been modeled and estimated: fixed entry costs of operating in a market, time costs associated with shipping, fixed costs accruing per shipment, and additive rather than proportional shipping charges. We will briefly discuss estimates of each.

*Fixed entry costs.*

Entry costs are useful in explaining why many firms do not export. If a firm is too small, it would not find it profitable to bear the fixed costs associated with distribution in a given market. Das et al. 2007 estimate a structural model of exporters with sunk market entry costs, and find that these costs are substantial, on the order of $400,000. The primary fact identifying such large sunk costs is that many large firms seem to forego large profit opportunities in foreign markets and do not enter.

Helpman et al. 2008 estimate a model of heterogeneous firms with fixed costs of market entry from macro data: the volume of trade between pairs of countries. Their estimation is based on the idea that only fixed costs can generate zero trade flows in the data, variable costs cannot. They show how fixed costs vary across countries, and that FTAs, a common language, and a common religion predominantly reduce the fixed costs of trade, not the variable cost.

Armenter and Koren 2015 emphasize that there is large heterogeneity in the market entry costs across firms. By matching the size distribution of firms and the number and average size of exporters, they estimate that the 75th percentile of fixed costs is 32 thousand times as much as the 25th percentile. This huge variation suggests that a simple fixed entry cost is not a suitable structural model of export entry.

Arkolakis 2010 develops a theory with convex market access cost. This model is consistent with the fact that some firms do not enter export markets (because the marginal market access cost is bounded away from zero), but fits the pattern of small exporters better than models with fixed costs.
Time costs.

Trading time, i.e. the time it takes to send a shipment from the origin to the destination, represents another form of trade costs. Firms are willing to pay significantly above the interest cost to get faster deliveries. Hummels and Schaur 2013 estimate that US importers pay 0.6-2.3 percent of the traded value to reduce trading time by one day. Other empirical studies that use different data and methodology also confirm the importance of time costs in trade (Djankov, Freund, and Pham 2010; Hornok 2012). Internationally fragmented production processes, which involve the multiple shipping of intermediate inputs, are especially sensitive to the length and variation of shipping time (Harrigan and Venables 2006).

Per-unit costs.

Recent research emphasizes that part of international trade costs are additive costs, i.e. fixed cost per unit traded (D. Hummels and Skiba 2004; Irarrazabal, Moxnes, and Opromolla 2013a). These may include per-unit tariffs, quotas, or transport costs proportional to the physical quantity of the cargo. The magnitude of these costs is likely substantial. Irarrazabal, Moxnes and Opromolla estimate it to be 14 percent of the median product price, which is a lower bound estimate. The presence of additive costs can have important welfare implications. Compared to ad valorem trade costs, per unit costs may create additional welfare losses, as they distort the within-market relative prices and consumption of different product varieties (“Alchian-Allen hypothesis”).

Per-shipment costs.

Other trade costs are fixed per shipment. They include the costs of the bureaucratic procedures of sending a shipment and the shipping time. According to direct cost measures from the World Bank’s Doing Business database these costs exceed 10 percent of the value of a typical shipment (Hornok and Koren 2015a). Alternatively, Kropf and Sauré 2014 infer per shipment costs from trade flows and find them to be broadly 1 to 5 percent of the traded value. Empirical evidence shows that trading firms facing these costs respond by sending fewer and larger shipments. This creates losses in the form of higher inventory expenses (Alessandria, Kaboski, and Midrigan 2010) or less consumer satisfaction (Hornok and Koren 2015b).

Challenge 11: Understand and quantify non-tax, non-quota frictions in trade.

4.2. Insights for policy

4.2.1. Traders are few and special

Firms that trade are different from firms that do not. There are only few traders, but they tend to be special (Andrew B. Bernard, Jensen, et al. 2012; Freund and Pierola). This has two implications for the effect of trade policy. First, much of the trade adjustment after trade liberalization happens on the extensive margin: new firms entering new markets with new products. Second, there will be a reallocation from less productive to more productive firms when trade is liberalized (see our discussion of Melitz 2003 and related models in Section 4.1.1 above).
Based on these ideas and the empirical evidence to date, Mayer and Ottaviano 2007: 3 make six proposals for policy makers: “Policy-oriented research should prioritise six key issues that are likely to determine the global competitiveness of European firms in the future: the external benefits of the internal market, the speed of intra-industry reallocations, the relative impact of fixed versus variable costs of internationalisation, the relevance of learning through international operations, the opportunities provided by regional production networks, and the political economy of the single market.”

At the same time, the trade potential of small and medium enterprises should not be neglected either (L. Cernat, Norman-Lopez, and T-Figueras 2014).

4.2.2. Imports are important
Earlier empirical studies in trade discussed patterns of exports disproportionately more than patterns of imports. This might be explained by two reasons. First, export data was easier to come by, especially at the firm level. Second, the supply side of what we produce and sell might have seemed a more interesting question than the demand side of what we buy and consume.

With the emergence of new firm-level data, it has become clear that imports are as important as export, especially when we think of imports used by firms in their production. Bernard et al. 2007; 2009 show that importers are just as special as exporters: they tend to be larger and more productive than non-trading firms.

The bigger size and better performance of importers is not only due to self-selection into importing. Studies show that improved access to foreign inputs has increased firm productivity in several countries, including Indonesia (Amiti and Konings 2007), Chile (Kasahara and Rodrigue 2008), India (Topalova and Khandelwal 2011) and Hungary (Halpern, Koren, and Szeidl 2015). Results are conflicting for Brazil: Schor 2004 estimates a positive effect while Muendler 2004 finds no effect of imported inputs on productivity. And for Argentina Gopinath and Neiman 2013 show that variation in imported inputs may have contributed to fluctuations in aggregate productivity.

To understand why importers are better, Halpern, Koren and Szeidl 2015 formulate a model of firms who use differentiated inputs to produce a final good. Firms must pay a fixed cost each period for each variety they choose to import. Imported inputs affect firm productivity through two distinct channels: as in quality-ladder models they may have a higher price-adjusted quality, and as in product-variety models they imperfectly substitute domestic inputs. Because of these forces, firm productivity increases in the number of varieties imported. They estimate that importing all tradable inputs raises firm-level productivity by 22 percent relative to not importing at all, about half of which is due to imperfect substitution between foreign and domestic inputs.

4.2.3. Multilateral agreements prevent trade wars
The canonical view of free trade agreements is that they provide reciprocal market access to countries participating in them. (See Maggi 2014 for a survey of theories of trade agreements.) Theory provides three reasons for why countries sign trade agreements. First, they want to internalize “terms of trade externality.” Binding trade agreements may stop trade partners from manipulating their terms of trade by restricting trade. Second, with imperfectly competitive industries, trade agreements also help stop a
“profit stealing externality.” Third, trade agreements may serve as a form of commitment guarding against lobbying of special interests.

Empirical work on trade agreements falls into two categories. There is reduced-form evidence on the effect of trade agreements on trade volumes and other economic outcomes (Subramanian and Wei 2007; Liu 2007; Dutt, Mihov, and Van Zandt 2011). The majority of papers (with the exception of Rose 2004) finds positive association between trade agreements and trade flows, that is, trade flows increase after a trade agreement is signed.

A key challenge of these reduced-form studies is identification of causal effect. Countries signing trade agreements are likely better integrated in other, unobserved ways, as well. One way to get around this omitted variable bias is to use only the timing of trade agreements, and see how trade increases in the years following its implementation (Eicher and Henn 2011).

A second group of studies try to identify the particular theoretical motivations for why countries sign trade agreements. There is some supporting evidence for all three theories: terms-of-trade externalities (Christian Broda, Limao, and Weinstein 2008; Ludema and Mayda 2010; Bagwell and Staiger 2011), profit-stealing externalities (Ossa 2014) and domestic commitments (Handley and Limão 2012; Handley 2014).

While there are competing interpretations of how and why trade agreements work, one broad lesson is that without binding trade agreements, countries would be prone to occasional escalating trade wars. Ossa 2014 conducts counterfactual analysis with two scenarios. In the trade talks scenario, WTO members (modeled as seven countries and regions: Brazil, China, EU, India, Japan, US, and the rest of the world) come to an efficient agreement about further tariff reductions relative to the status quo in 2007. This would increase global welfare by $26 bn per year. In the trade wars scenario, members engage in escalated tariff wars. This would reduce global welfare by $340bn a year. Hence Ossa 2014 argues that primary success of the WTO is preventing trade wars.

4.3. Open questions
In this section we discuss the open questions of recent research in trade. These are questions in which the theories and the data are in apparent disconnect, in which competing theories disagree, or for which we lack compelling theories altogether.

4.3.1. How big are the redistributive effects of globalization?
Most models of the redistributive effects are way too stylized to be used for quantitative analysis. The usual approach posits two types of workers, skilled and unskilled and finds some empirical counterpart for these worker groups. In reality, there is a much larger heterogeneity of worker skills that needs to be captured in the model.

Capturing the large heterogeneity across firms has become quite standard after M. J. Melitz 2003 and Andrew B. Bernard et al. 2003 and many quantitative studies calibrate firm heterogeneity to the data when studying trade liberalization (Balistreri, Hillberry, and Rutherford 2011; Breinlich and Cuñat 2013; Corcos et al. 2012). A similar approach at the worker level has been lacking.
Costinot and Vogel 2010 build a matching model of heterogeneous workers and sectors to study the evolution of inequality in various globalization scenarios. They work with a continuous distribution of worker skills, so they can study the changes along the entire wage distribution. Antras et al. 2015 also permit rich heterogeneity across economic agents.

**Challenge 12: Develop a toolbox for quantitative analysis of redistribution.**

4.3.2. What are the side effects of globalization?
We have so far mostly discussed the pecuniary effects of globalization: how prices and incomes change, and who wins and who loses in terms of real income. The policy stance towards globalization, however, is often motivated by the presence of non-pecuniary externalities (Harrison and Rodríguez-Clare 2010), what we colloquially term the “side effects of globalization.” Exposure to foreign trade and investment may bring about both positive and negative side effects. Below we discuss one example for each, namely productivity enhancements from knowledge spillovers, and environmental pollution. We note that, given the intense policy interest, this is a very active field which we anticipate to flourish in the future.

A body of literature documents the empirical connection between imported technology and productivity. For example, Coe and Helpman 1995 find that countries importing from R&D abundant trade partners are more productive (also see Coe, Helpman, and Hoffmaister 1997 and Bayoumi, Coe, and Helpman 1999), while Keller 2002, Keller and Yeaple 2009, and Acharya and Keller 2009 obtain similar findings at the industry level. Less is known, however, about the effects of technology imports on firm productivity. Firm-level evidence is useful because it can help isolate the effect of imported technology from other confounding factors such as investment or FDI, thus allowing us to identify the mechanism more directly.

Knowledge spillovers from multinationals to local suppliers is thought to be important for foreign knowledge to take hold in the host country (see Pack and Saggi 2006 for a review of the case-study literature). There is, however, no consensus if and how these spillovers take place. Görg and Greenaway 2004 survey the evidence to date on spillovers from foreign investment, finding a mix of results with both positive and negative effects.

Arnold and Javorcik 2009 document that Indonesian firms taken over by multinationals improve their productivity after acquisition, which is suggestive of technology transfer from the parent company. Blalock and Gertler 2009 utilize the same dataset to show that firms with more own R&D and skilled workers benefit more from FDI. Javorcik 2004 finds that multinationals entering Lithuania have a positive productivity effect on local firms in upstream sectors. In that study, buyer-supplier links are inferred from input-output tables (also see Bloom, Schankerman, and Van Reenen 2013). Javorcik and Spatareanu 2009 use a survey in the Czech Republic to measure buyer-supplier links at the firm level, and also find positive effects. Guadalupe et al. 2012 show that Spanish subsidiaries innovate more after foreign acquisition.

Knowledge may also spill over to the host country via worker mobility. If the technological and organizational knowledge is not too specific to the firm, then a worker moving from a foreign-owned, foreign-managed, or import-intensive firm will also have a higher marginal product at the new firm. This can serve as an indirect channel through which domestic firms acquire foreign knowledge. Stoyanov and
Zubanov 2012 find evidence in Danish data that workers moving from more productive firms tend to enhance productivity of the host firm. Mion and Opromolla 2014 show that, in Portugal, managers leaving exporting firms take their exporting knowledge with them: the new host companies become more likely to export; they also reward the new managers for their export experience.

This body of literature, and further studies in this area, help both distinguish the particular channels of technology spillovers and identify the barriers of such spillovers.

Trade may also have negative side effects, for example via environmental pollution. It is a firmly established empirical relationship that environmental pollution depends on economic development in an inverted U-shape pattern (“Environmental Kuznets Curve” Grossman and Krueger 1993). In the development process pollution rises as the scale of activity increases, but above a certain income level the relationship reverses, because the economy moves to more environmentally friendly technologies and sectors. Hence, to the extent that trade promotes economic growth, trade openness should eventually also contribute to better environmental quality. See further discussion on trade, growth and the environment in Ekins, Drummond, and Watson 2015, Section 5.2-3.

International trade can also have direct effects on the environment, which may be negative or positive. A negative effect may occur if the global competitive pressure makes countries adopt looser environmental policies. On the contrary, if globalization helps spread environmentally friendly technologies, rules and standards across the world, trade can lead to less pollution. Country-level empirical studies show that, regarding most measures of pollution, trade is not detrimental to the environment (Antweiler and Copeland 2001; Frankel and Rose 2005), suggesting that the second effect offsets the first. One important exception though is CO2 emission, which increases with globalization even after controlling for income growth (Frankel 2009).

An issue, which received most attention recently, is the distributional impact of globalization on pollution. Polluting activity is increasingly concentrated in some developing countries (“pollution havens”), fleeing developed countries with stringent environmental regulation. An example is the so-called carbon leakage, when CO2 emission targets lead firms to relocate from Kyoto countries. The consequence is the rise of pollution-embodied imports in the developed world, which has recently been documented by several empirical studies (Babiker 2005; Kellenberg 2009; Grether, Mathys, and De Melo 2010; Aichele and Felbermayr 2015).

Standards and regulations also have side effects. Sanitary and safety inspections may add to the time and monetary costs of importing, but can also be important for customer safety. Technical regulations for passenger cars may be difficult and costly to meet in each destination market, but they may also reflect valid safety concerns.

Reduced-form empirical evidence on the role of standards in trade have yielded several interesting lessons. (See Swann 2010 for a survey.) First, internationally harmonized standards are associated with higher trade. Second, national standards may promote exports, but harm imports, especially if these standards are mandatory (regulation).
4.3.3. What are the deep causes of cross-border frictions?
The large estimates of cross-border frictions surveyed in Section 4.1.3 suggest that international transactions are hampered by more than transportation costs. In fact, even after controlling for transport costs, crossing a country border is associated with a 44 percent ad-valorem trade cost. Only 8 percent of this is related to policy barriers (tariffs and quotas), the rest remain to be explained.

We need better theories and measurement of frictions that are neither a tax nor a quota. One candidate is the limited access to information across border (James E. Rauch 1999).

Information frictions.

Allen 2014 builds a model of information frictions and trade, in which producers sequentially search for the best place to sell their product. Estimating the model on agricultural trade in the Philippines, he finds that about half of the price dispersion can be attributed to information frictions.

Chaney 2014 proposes a theory in which firms find new buyers via the network of their existing buyers. This assumption is motivated by the patterns of export market entry of French firms. The model predicts a relationship between international trade and distance close to what we observe in the data.

There are also several empirical studies finding evidence for the qualitative conclusion that better access to information increases trade. The maintained assumption in many studies is that immigrants facilitate trade between their source and their host country. Rauch and Trindade 2002 exploit spatial variation in the number of Chinese immigrants, Cohen et al. 2012 use the placement of Japanese internment camps as a natural experiment, Felbermayr et al. 2010 extend the analysis to other ethnicities such as Polish and Mexican. The broad conclusion is that regions with a large share of immigrants trade more with their source country. More work is needed, however, on identifying the specific channels through which immigrant networks facilitate trade.

Local infrastructure.

Another recent strand of literature suggests that local transportation also matters for international trade and development. This has been documented for railroads in India (Donaldson 2010) and the U.S. (Donaldson and Hornbeck 2013), roads in Peru (Volpe Martinus, Carballo, and Cusolito 2013), Turkey (Cosar and Demir 2014) and the U.S. (Duranton, Morrow, and Turner 2013), and bridges for Argentina and Uruguay (Volpe Martinus et al. 2014) and the U.S. (Roc Armenter, Koren, and Nagy 2014). G. J. Felbermayr and Tarasov 2015 also show that there is underinvestment in transport infrastructure in border regions of France.
4.3.4. How does supply-chain trade differ from traditional trade?

An increasing share of international trade is in intermediates D. Hummels, Ishii, and Yi 2001, owing to the increased international fragmentation of production. Companies break up their production process in smaller stages, and source from a larger number of suppliers both at home and abroad. The international trade associated with such production processes is termed “supply-chain trade.”

Baldwin 2006 and Baldwin and Lopez-Gonzalez 2014 describe the patterns of supply-chain trade across countries and over time. They use several measures of supply-chain trade, such as imported intermediate inputs, re-exports and re-imports and value added trade. They argue that supply-chain trade between technologically advanced and low-wage countries is a relatively recent phenomenon, taking off in the early 1990s. This is the “second unbundling of globalization,” in which the technological and management expertise of developed countries is matched with cheap labor in developing ones (R. Baldwin 2006).

Supply-chain trade tends to be very regional, potentially because the costs of coordinating production increase sharply in distance. There are regional production clusters around the U.S., within Europe, and, to a lesser extent, Japan. Data on re-exports and re-imports helps identify headquarter and production countries. Within Europe, Germany is clearly a headquarter economy, tightly linked with several low-wage EU members, but also with high-wage neighboring countries. Britain and France also act mostly as headquarters, the role of Italy is less clear.

In a recent paper, Barrot and Sauvagnat 2014 study the propagation of idiosyncratic shocks along the supply chain. Identifying buyer-supplier links from the SEC filings of publicly listed American firms, they estimate the effects of a local natural disaster on downstream firms and competing suppliers. Natural disasters (such as floods or hurricanes) reduce the sales growth of supplying firms by about 3-4pp. They also reduce the sales growth of downstream buyers by about 2-3pp. This propagation only happens for suppliers of specific inputs. Related suppliers, that ship to buyers of disaster-hit suppliers, are also hurt. The potential macroeconomic effects of idiosyncratic shocks are found to be large.

Andrew B. Bernard, Moxnes, and Saito 2014 also study buyer-supplier links, but have a broader network coverage. Using data from a Japanese credit report agency, they show links are distributed across firms and over space. They build a model where firms choose the number of suppliers. More suppliers make the firm more productive, because they can use cheaper inputs (also see Eaton et al. 2013 for a similar model). Exploiting the spatial variation caused by a new high-speed rail line, they find that firms that could expand their supplier base have increased productivity and sales.

Understanding supply-chain trade better is important, because it has distinct implications for trade policy. Baldwin 2011 and Blanchard 2015 summarize the key policy challenges associated with supply-chain trade. First, there is a complementarity between liberalizing trade and liberalizing global production (foreign direct investment). When a multinational company invests in a host country, this raises the incentives of the source country to give preferential market access to the host country. Second, countries may opportunistically manipulate policies behind the border to shift rent from foreign investors. Some form of investor protection may be beneficial, but the current wave of bilateral and regional investment agreements may give excess powers to current technology leaders. Third, long supply chains magnify the
effect of trade barriers, especially if regulations concerning international transactions are complex and not harmonized across countries.

**Challenge 14: Build a quantitative theory of supply-chain trade.**

4.3.5. **What do multinational firms do?**

Production can be shared internationally not only by shipping the final product, but also by carrying out (parts of) the production process abroad. The research on global production revolves around several key questions (Yeaple 2013). Why do some firms open production facilities abroad? Where do these multinationals go? What determines whether firms source their inputs from independent suppliers, or whether they vertically integrate with their supplier?

A surprising fact is that most economic activity of multinationals is concentrated at their headquarters and regions close to the headquarter (Keller and Yeaple 2013). Alfaro and Chen 2014 also find strong agglomeration of multinational plants. This is at odds with models of horizontal FDI, which would predict that multinational production is a way of getting around trade barriers, geographical or other. It is therefore important to understand what frictions multinationals are subject to.

Ramondo et al. 2013 study the trade flows between U.S. multinationals and their foreign affiliates. Surprisingly, they find that the median affiliate does not sell to its parent. Across all affiliates, the average share of sales to the parent company is 7 percent. This does not vary substantially with the degree of input-output linkages between the parent and the affiliate.

One limitation of the analysis is that the U.S. is geographically isolated from most countries except Canada and Mexico, and supply-chain trade tends to be very regionalized (Richard Baldwin and Lopez-Gonzalez 2014). In this respect it is not surprising that most U.S. affiliates sell primarily to their host countries. However, the finding of Ramondo et al 2013 is consistent with those of Atalay et al. 2014, who study domestic shipments of vertically integrated firms. They estimate an upper bound for the shipments from upstream plants to downstream plants within the same firm, and find this to be less than 0.1 percent of all upstream sales for the median firm. They argue that firms share intangible assets among establishments.

Irrazabal et al. 2013b estimate a model of multinational production in which the affiliates use an input provided by the parent company. Because of the above patterns in the movement of goods, it is best to think of these inputs as intangible inputs, yet they are subject to the same trade costs. Irrazabal et al. 2013b estimate the share of these parental inputs in the production by matching the rate at which affiliate sales falls off with distance. They find that about 90 percent of an affiliate’s cost is spent on this parental input. The welfare implications of this is that multinational companies cannot jump trade barriers very effectively, since parental inputs are also subject to these barriers. That is, multinational production add little welfare relative to trade.

Keller and Yeaple 2013 build a similar model of knowledge transfer within the multinational firm. Their model has the additional implication that affiliate sales should fall off with distance faster for knowledge-intensive goods. They confirm this and related predictions in the data.
We hence need a better understanding of what vertically integrated firms do, what supply chains are used for, and the potential interaction of these two questions.

**Challenge 15: Build a quantitative theory of multinationals.**

5. Tools for quantitative policy analysis

5.1. Quantifiable equilibrium models

Computable general equilibrium (CGE) models have been widely used in trade policy analysis. Dixon and Jorgenson 2013. It is important to study the equilibrium feedback effects from globalization, which can only be done in general equilibrium frameworks. Hertel 2013 provides an overview of the Global Trade Analysis Project (GTAP), a collaborative project and a database suitable for multi-sector, multi-region modeling of economic interactions. A typical CGE model starts with the Armington assumption: that goods are differentiated by the country of origin so that every country is fully specialized in its particular product (Berden et al. 2009; Francois et al. 2013; Lionel Fontagné 2013; Gabriel J. Felbermayr and Larch 2013).

Kehoe 2005 evaluates the ex-post performance of three CGE models in predicting the effects of the North American Free Trade Agreement. He finds that these models vastly underpredicted the growth in the volume of trade, and calls for new models that can capture sectoral heterogeneity and the productivity-enhancing effects of trade.

Many models have incorporated heterogeneity across sectors, and different ways of capturing comparative advantage across countries (see Costinot and Rodriguez-Clare 2014 for a review). Recent approaches (Balistreri, Hillberry, and Rutherford 2011; Corcos et al. 2012; Balistreri and Rutherford 2013) have incorporated firm heterogeneity in CGE models and showed that trade liberalization has a much bigger effect on trade and welfare than in previous CGE models with an Armington assumption. (Also see our discussion in Section 5.5 below.) Breinlich and Cuñat 2013 perform an ex-post evaluation of the Canada-US Free Trade Agreement with such a Melitz-type model and find that it grossly overpredicts the increase in trade flows, but underpredicts the increase in sectoral productivity. Armenter and Koren 2015 note that when a Melitz model is calibrated to include two sources of heterogeneity, in productivity and in fixed costs of exporting, it will have much more muted response to trade liberalization, both in trade volume and in average productivity. There is, at present, no consensus on the quantitative performance of these models.

General equilibrium modeling is inherently hard. One of the computational complexities is to find solutions to interdependent decisions in a multi-region economy. For example, an American firm sourcing its inputs from Mexico will increase its scale and may then find it beneficial to also start sourcing from China. Or a European firm setting up a plant in Canada can use it as an export platform and has no need for a U.S. plant.

Recent advances have made it possible to model these interdependent location choices. Antràs et al. 2014 models the equilibrium of input sourcing choices. Arkolakis et al. 2013 and Tintelnot 2014 model the
plant location choices of multinationals by putting structure on the productivities of firms across the
different locations. We view this as a promising research agenda and welcome further developments to
better quantify international linkages.

**Challenge 16: Reconcile macroeconomic calibrations with microeconomic evidence.**

### 5.2. The gravity equation

The gravity equation, which links bilateral trade flows with economic sizes and bilateral trade barriers,
has been for long a popular method for quantifying trade policy effects. (Also see Chapter 3 of the related
survey by Proost and Thisse 2015.) Although a robust empirical relationship, its usefulness was limited in
its traditional (naïve) form, because of the lack of theoretical foundations. Since Anderson 1979, Eaton
and Kortum 2002 and Anderson and van Wincoop 2003, who first derived theoretical gravity equations,
several studies have shown that essentially the same gravity equation can be derived from most trade
models. (Also see Allen, Arkolakis, and Takahashi 2014 for general conditions under which the gravity
equation can be derived.)

A major difference between the theory-based gravity equation and the traditional gravity is that in the
former bilateral trade flows do not depend on the level of bilateral trade barriers, but on the ratio of
bilateral trade barriers to multilateral barriers with all the countries in the world. The inclusion of the
multilateral resistance (MR) terms of the exporter and importer countries in the empirical gravity equation
is crucial, otherwise the coefficient estimates on all trade cost variables are biased toward zero (James E.
Anderson and van Wincoop 2003).

Accounting for the MR terms in the gravity estimation is not straightforward, because they are not
observed. The most popular method has become the LSDV (Least Squares Dummy Variables) estimation,
where full sets of country or country-time fixed effects control for the (potentially time-varying) MR
terms. Head and Mayer 2014 compare several alternative estimation methods with Monte Carlo
simulations and find that the LSDV yields the most precise estimates, also in the presence of missing
observations. But LSDV also has its drawbacks. The inclusion of many country and time fixed effects
may make estimation computationally infeasible or the policy dummy of interest can become
(near-)perfectly collinear with the fixed effects (Hornok 2012). Alternative estimation methods include
the demeaning of the data with the appropriate within transformation (Balázs, Mátyás, and Wansbeek
2014), a “ratio-type” estimation (Head and Mayer 2014; Jacks, Meissner, and Novy 2011), or the method
of Baier and Bergstrand 2009 and Santos Silva and Tenreyro 2006.

As opposed to the naïve gravity estimation, structural gravity allows for general equilibrium comparative
statics, i.e. one can solve for the full impact of a policy variable (e.g. FTA or common currency dummy)
on trade flows. Unlike partial equilibrium the general equilibrium impact also takes into account the
changes in the multilateral resistances and country incomes. The standard way to calculate it is to do a
counterfactual exercise with the gravity model to see how trade flows would differ if the policy variable
was “switched off.” Head and Mayer 2014 compare the partial and the full impacts of several trade policy
variables on bilateral trade and concludes that the latter is smaller, because the effect through the
multilateral resistances mitigates the impact of the policy.
A potential concern with gravity-based policy analysis is that trade policy variables are not necessarily exogenous to trade flows. For example, countries which enter into an FTA have often been trading a lot before. This suggests that FTA membership is not an exogenous choice, but driven by factors which are likely to correlate with the initial level of trade. Baier and Bergstrand 2007 argue that most estimates of the FTA effect on trade flows are typically underestimated by around 80% due to endogeneity. The literature has not yet offered a convincing solution to this problem.

An additional issue with the theoretically founded gravity equation is that it does not specify the dynamics of adjustment for trade flows. In practice, however, many economists exploit the panel nature of the data to control for time-invariant unobserved heterogeneity across pairs of countries (see Glick and Rose 2002 for an example on how currency unions affect trade in the time series).

**Challenge 17:** Model trade adjustment dynamics in the gravity equation.

### 5.3. Structural models with lots of heterogeneity

Structural econometric models of the type that have been used in industrial organization have proven successful in measuring the links between firm performance and trade (Roberts and Tybout 1997; Clerides, Lach, and Tybout 1998; Das, Roberts, and Tybout 2007), and the transmission of international shocks (Pinelopi Koujianou Goldberg and Verboven 2001). A key challenge in these models is the many facets of heterogeneity across firms and trying to describe the data with as few parametric assumptions as possible (Eaton, Kortum, and Kramarz 2011). In particular, the firm heterogeneity opens up the possibility of omitted variable bias: for example, without a measure of productivity, one would attribute the positive correlation of exporter status with firm performance to a causal effect of learning from exporting.

An often used solution is to structurally estimate a production function using a variant of Olley and Pakes 1996. Furthermore, the full industry equilibrium including demand feedback can also be estimated (De Loecker 2011). Then we obtain a proxy for productivity, and, to the extent that model assumptions are valid, the omitted variable bias is no longer relevant. The benefit of a structural model is that one can conduct counterfactual scenario analysis. See examples in Pavcnik 2002; De Loecker 2007; De Loecker 2011; De Loecker and Warzynski 2012; De Loecker et al. 2012; Morales, Sheu, and Zahler 2014 for models of exporting, Kasahara and Rodrigue 2008, Halpern, Koren, and Szeidl 2015 and Bøler, Moxnes, and Ulltveit-Moe 2012 for models of importing.

We see two limitations of this approach. First, the structure of these models is often rigid, and it is not immediately apparent what primary variation in the data identifies the key parameters of the model. This limits the argumentative use of these models in policy discussion, but also the evaluation of their robustness to other policy environments. For example, the fact that many firms do not participate in export markets might be interpreted as a large monetary cost of market entry. But it may also be the case in the country of analysis that firms have little information about trading opportunities abroad. The two call for very different policy interventions, yet both would show up as high estimates of fixed costs in a structural model.
Second, because structural estimation exploits the within-industry and often within-firm variation to estimate model parameters, it is ill suited to study the general equilibrium responses resulting from globalization. For example, while such a study might establish how trading firms evolved relative to non-trading firms, it cannot identify the overall productivity improvement from trade in the entire economy.

We still see such methods useful to study specific policy proposals (that would affect certain industries disproportionately), the heterogeneous firm response to policy, and to identify the specific mechanism via which globalization affects firms. These insights can then be built into quantitative equilibrium models for predictive analysis.

5.4. Natural and field experiments
Historical natural experiments (e.g., Bernhofen and Brown 2004 and Bernhofen and Brown 2005; Irwin 2005; Feyrer 2009b; Feyrer 2009a) as well as field experiments (Atkin, Khandelwal, and Osman 2014; Atkin, Faber, and Gonzalez-Navarro 2014) help us not only quantify some of the trade effects proposed by theories, but also understand better the channels through which international trade affects the fortunes of many. (Fuch-Schündeln and Hassan 2015 discuss the role of natural experiments in establishing causal effects in macroeconomics.)

In a recent field experiment, Atkin et al. 2014 randomly offered the possibility to trade with OECD markets to small rug producer enterprises in Egypt. They found that the profit of the treated group increased significantly (by 15-25%), even though their produced quantity decreased. Their results are in line with the learning-by-exporting hypothesis, suggesting that profits of the treated increased due to increased quality, which was enhanced by a massive learning mechanism. In addition to achieving its academic goal (i.e. measuring the effect of international trade), this field experiment is an example of a meaningful intervention with long-lasting positive effects on participants.

Field experiments have the benefit of identifying the causal effect of a particular policy, but they are limited in taking account of equilibrium feedback effects. For example, if other firms learn from the treated exporters, this spillover may not be picked up in the experimental design. (Randomization might also take place at a higher level of aggregation, such as municipalities, in order to account for spillovers.) However, policies related to globalization are of a macroeconomic nature, where equilibrium feedback cannot be ignored. We therefore see field experiments as complementing the toolbox of policy makers, but they will not replace existing tools.

Challenge 18: Identify natural and field experiments that can inform broad questions about trade theory and policy.

5.5. Semi-structural approaches
A promising recent direction is to focus on sufficient statistics as a way to evaluate policy. Chetty 2009 surveys semi-structural methods in public finance, such as measuring deadweight losses from taxation using Harberger 1964 triangles. The basic idea is that, for small changes in taxes, changes in firm and consumer behavior also help trace out changes in firm and consumer surplus. Given an elasticity of how they respond to taxes, one can characterize the welfare costs of taxes in a straightforward manner.
A similar idea has been put to use in international trade. Arkolakis, Costinot, and Rodríguez-Clare 2012 derive a characterization of the gains from trade under a wide class of models using two sufficient statistics: the import penetration ratio, and the elasticity of trade with respect to trade costs. These are statistics that are in principle easy to measure and compute for most policy scenarios.

Further research is needed, however, to determine the robustness of these methods. Adao, Costinot, and Donaldson 2015 derive semi-structural welfare measures for general reduced form demand systems across global factor endowments. It would also be important to extend the analysis to non-tax policy instruments. Hornok and Koren 2015b, for example, show how to quantify the welfare losses from administrative costs that accrue per each shipment.

**Challenge 19: Extend semi-structural welfare analysis to non-tax frictions.**

6. Conclusion

We surveyed the recent economics literature on international trade and global production. We identified five areas where further research would help policy makers: gains from global production sharing, more quantitative analysis of the redistribution effects of globalization, a better understanding of cross-border frictions, and estimates of the side effect of trade. With the goal of providing a research agenda, we identified nineteen specific challenges for measurement, theory, and policy analysis, and look forward to future research on trade and globalization.
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